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2000 The two-state Markov model Subject 104

UNIT 5 — THE TWO-STATE MARKOV MODEL

Syllabus objectives (i)  Explain the concept of survival models.

7. Describe the two-state model of a single decrement and
compare its assumptions with those of the random
lifetime model.

(iv) Derive maximum likelihood estimators for the transition
intensities in models of transfers between states with
piecewise constant transition intensities.

2. Derive the likelihood function for constant transition
intensities in a Markov model of transfers between states
given the statistics in 1.

a=alive Hy d=dead

Figure 11: A two-state model of mortality

1 The two-state model (I) — assumptions

1.1 The two-state model is illustrated in Figure 11. There is an alive state and a dead state,
with transitions in one direction only. The probability that a life alive at a given age
should be dead at any subsequent age is governed by the age-dependent transition
intensity p, (¢ > 0), in a way made precise by Assumption 2 below.

Assumption I. The probabilities that a life at any given age will be found in either state at
any subsequent age depend only on the ages involved and on the state currently occupied.
This is the Markov assumption.

Assumption 2. ,q.,,= W di+o(dh)(t>0)

12 The past history of an individual — for example, current state of health, spells of sickness, .
occupation — is excluded from the model. If we knew these factors, we could:

(a) treat each combination of factors as a separate model; in other words, stratify the
problem; or

(b) specify a model which took them into account; in other words, treat the problem
as one of regression.
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1.3

For the purpose of inference, we restrict our attention to ages between x and x + |, and
introduce a further assumption.

Assumption 3. ., is a constant pfor0<r<l,

1.4 It is important to emphasise that this two-state model is not the same as the model of Unit
2; we start with different assumptions. One model is formulated in terms of a random
variable T representing the lifetime, the other in terms of a transition intensity between
states. It is easy to impose some mild conditions under which the models are equivalent,
but when we consider more than one decrement these two formulations lead in different
directions.

2 The two-state model (Il) — probabilities

2.1 Since we have specified the model in terms of a transition intensity, we must see how to
compute probabilities. Consider the survival probability ,, , p., and condition on the state
occupied at age x + . By the Markov assumption, nothing else affects the probabilities of
death or survival after age x + 1.

wdtPx = Py % P[Alive at x + £+ di| Alive at x + ]
+ Py x P[Alive atx + ¢+ dt| Dead at x + 1]
= P X Pt P x 0
= P X (] ~ Hesy dr + O(df)).
Therefore:
__a_ p. = lim L#dtPx " (Px
or'"x . dt
dt—0
; o(dt
= T Prlyrt lim dt )
dr—0"
= - .rpx “‘xﬂ
!
SO P, = exp [ujpr a’s} as before. *)
0
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The important point is that it has been derived here strictly from the assumptions of the
two-state model, and that the method is easily extended to models with more states. In the
Markov framework (*) is an example of the Kolmogorov forward equations. These are
discussed in detail in Subject 103.

The two-state model (lll) — statistics

Next we define our observations. We suppose that we observe a total of N lives during
some finite period of observation, between the ages of x and x + 1. We could suppose that
lives were observed, or not, as a result of some random mechanism (not depending on any
parameter of interest), but here, we suppose that data are analysed retrospectively, so we
regard N as a non-random quantity. We need not assume that we observe the N lives
simultaneously, nor need we assume that we observe each life for the complete year of
age. We do assume that all NV lives are identical and statistically independent.

For simplicity we consider Type I censoring, but the approach can be extended to more
realistic forms of censoring. Fori=1, ..., N define x + g, to be the age at which

observation of the i life starts, and let x + b, be the age at which observation of the i life

must cease if the life survives to that age. x + b; will be either x + 1, or the age of the i*"
life when the investigation ends, whichever is smaller.

Define a random variable D, as follows:

| Lif the i™ life is observed to die
0if the i’ life is not observed to die

D; is an example of an indicator random variable; it indicates the occurrence of death.
Define a random variable T, as follows:

x +T; = the age at which observation of the i life ends.
Notice that D; and T, are not independent, since:
D;=0=T,=b, D;=1<a<T;<b,
It will often be useful to work with the time spent under observation, so define

V;=T,—a; V,iscalled the waiting time. It has a mixed distribution, with a probability
mass at the point b; — a;.
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3.6

The pair (D;, V,) comprise a statistic, meaning that the outcome of our observation is a
sample (d;, v;) drawn from the distribution of (D;, V). Let £(d,v,) be the joint distribution
(D, V). It is easily written down by considering the two cases D,=0andD,;=1.

b —a; px+a:- (d: = O)

v; Px+a;“x+a‘-+v, (d." = [}

fldyv) = {

bi-q,
CXP| = | Hyiq 4l (d;=0)
- 0

eXP(" | ll:c+ai+:de Hyig+y, (d;=1)
0

V.
I d}

= exp[_.[ “x+a;+fdr]ux+a,.+v‘
0

Now assume that p,, is a constant p for 0 <z <1 (this is the first time we have needed this
assumption) and £{(d,,v,) takes on the simple form:

f(dyv) = e pd,

3.7 The joint probability function of all the D;, V)), by independence, is:
J P ty ¥y
‘T—‘I’Va—pv,. uh = e HO ) | dierdy
i=l
= o W ’J'd

where d=3 =V d; and v=Y =V v; . In other words define random variables D and V to
be the total number of deaths and the total waiting time, respectively, and the joint
probability function of all the (D;, V,) can be simply expressed in terms of D and V.
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4 The two-state model (IV) — the maximum likelihood
estimator
4.1 The probability function immediately furnishes the likelihpod for p:
L(wdy) = e p?
which yields the maximum likelihood estimate (M.L.E.) for p:
L=d/v.
4.2 The estimate 1, being a function of the sample values d and v, can itself be regarded as a
sample drawn from the distribution of the corresponding estimator:
L=D/V.
4.3 We will use boldface capitals for random variables, and lower case letters for samples.
4.4 Itis important in applications to be able to estimate the moments of the estimator i, for
example to compare the experience with that of a standard table. At least, we need to
estimate E[ﬁ] and Var [{i]. The following exact results are obtained:
ED,~pV,] =0 (D
Var [D; —uV,] = E[D)] (2)
Note that the first of these can also be written as E[D;]= pE[V]. In the case that the {a,}
and {b;} are known constants, this follows from integrating/summing the probability
function of (D;, V,) over all possible events to obtain:
b,' —a;
j’ e M pdv,-+e"“(b"""*'} =]
0
and then differentiating with respect to 1, once to obtain the mean and twice to obtain the
variance.
4.5 To find the asymptotic distribution of Ji, consider:
L (p-puv)=LF (D, —pv
N “I'l - N 1;(}( f'_-l"l' f)'
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5.1

5.2

6.1
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Then note that (not rigorously):

: £ . N(D puV
[ W= | Sl [ B a8,
im (L—p) im (N N)
N oo N— o

By the law of large numbers, V/IN — E[V,], and by the Central Limit Theorem:

I E[D]
—A?(DmpV) ~N0rmal(0, e ]

so, asymptotically:

e o
~Normal| p,——|.
HTomme (“ E[V]J

Comment on application

Having estimated piecewise constant intensities over single years of age, we can use these
(if required) to estimate the function i, as a smooth function of age (the process of
smoothing is called graduation). For this purpose we usually assume that i estimates

Hxivs -

We can calculate any required probabilities from

!
1Py = €Xp [_J Hyis ds} 3
0

using numerical methods if necessary.

The “central exposed to risk”

In actuarial terminology, the observed waiting time at age x, which we have denoted v, is
often called the central exposed to risk and is denoted E; .

END
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